CSCI 373 Sample Exam 2

(Some of the material covered in these questions will be tested using multiple choice and true/false questions on the exam.)

1. Web search engines must process millions of queries per day on databases of several hundred gigabytes of text. Their speed can be measured by throughput (number of queries processed per unit time) and response time (time it takes each query to process). Describe how you might modify your class project to provide greater efficiency.  

2. Why is it difficult to perform a comparative evaluation of IR systems; list at least 2 reasons?

3. What are some of the additional problems that complicate the comparative evaluation of web IR systems; list at least 2 additional complications associated with web IR systems?

4. List and explain three criteria that can be used to evaluate the performance of an information retrieval system. 

5. What is TREC?

6. Plot the precision recall curve for the following data, given that there are a total of 6 relevant documents in the collection.
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7. What is cross-validation and why is it used?

8. List two approaches to query reformulation?

9. What is relevance feedback and what is the basic strategy for implementing relevance feedback in a VSR system?

10. Give an example of how a thesaurus can be used in reformulating a query.

11. What is the basis for identifying word associations when constructing a statistical thesaurus?

12. According to Zipf’s law, what percentage of the words in the dictionary for a document collection will appear just once in that collection?

13. How well does Zipf’s law correspond to real data, be specific?  Are there corrections to Zipf’s law that improve its correspondence to real data.

14. What are the implications of Zipf’s law for IR?

15. Does the size of the dictionary for a document collection grow as the document collection grows?  What is the general form of the relationship between collection size and dictionary size?

16. How can metadata be used to facilitate the interaction between different information seeking agents?

17. Give 3 examples of a metadata specification.

18. Is XML metadata?

19. True or false, XML is consistent with SGML.

20. Give an example of each of the following from within the XML document below:

An element.

An empty element.

An attribute.

<person>

<name language=”English”> <firstname>John</firstname>

<middlename/>

<lastname>Doe</lastname>

</name>

<age> 38 </age>

<email> jdoe@austin.rr.com</email> 

</person>

21. Does the XML document above conform to the following DTD:

<!DOCTYPE db [

<!ELEMENT db (person*)>

<!ELEMENT person (name,age,(parent | guardian)?>

<!ELEMENT name (#PCDATA)>

<!ELEMENT age   (#PCDATA)>

<!ELEMENT parent (person)>

<!ELEMENT guardian (person)>

]>

22. What is SAX and what is DOM?

23. Describe any 2 out of the following 4 systems:

Archie

ALIWEB

Gopher

Jughead

24. Give 2 examples of web page characteristics that have Zipfian distributions.

25. What is the queueing strategy used in depth-first search?  Contrast that with the queueing strategy for breadth-first search.

26. True or false, Ray Mooney’s Spider performs a depth-first search of the web.

27. True or false, a web page containing the following meta-tag will not be indexed by a legal robot.

<meta name=”robots” content=”none”>

28. Define authority and hub as applied to web pages.

29. Give a high-level description of the HITS algorithm.

30. Give a high-level description of the PageRank algorithm.

31. What link-analysis algorithm is used by Google?  How does Google use link analysis information?

32. What is Bayes rule?

33. In the probabilistic IR models discussed in class, a simplifying (but unrealistic) conditional independence assumption is made when describing the joint distribution of the terms within a document.  Describe that assumption or state it mathematically (i.e., P( t1, t2, ... , tn | D ) = ? or alternatively P( t1, t2, ... , tn | R ) = ?

34. Why do conditional independence assumptions make it possible to work with large joint distributions?

35. Explain the difference between text categorization and text clustering.

36. What is the implication of Occam’s razor for machine learning?

37. Describe one of the following three text categorization algorithms:

Rocchio categorization

K nearest-neighbor categorization

Naive Bayesian categorization

38. Describe one of the following three text clustering algorithms:

K-means

Hierarchical Agglomerative clustering

probabalistic clustering using the EM algorithm

39. What is MUC?

40. What is the meaning of the term wrapper in the context of information extraction?
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