CSCI 373 Spring02:  Review for Exam 1

Note: All exams will be open book

Below is a collection of sample exam questions.  The actual exam questions will be smaller in number, but similar in style and subject mater to the questions below.

1. Contrast information retrieval with database management

2. Contrast the determination of relevance in a Boolean retrieval model with that in a Vector Space retrieval model.

3. Your text refers to the Boolean information retrieval model as a model based on set theory and Boolean algebra.  You are also told that Boolean queries are typically formulated using the following three operators: AND, OR, and NOT. Describe the meaning of each of these operators in terms of set theory.

4. Briefly describe (3 or 4 sentences for each description) 3 different text operations that can occur in document (and query) processing.  List at least one advantage and one disadvantage of performing each processing operation.

5. Briefly describe 2 data structures that might be used to implement an inverted index.

6. Briefly describe 3 file structures that could be used to represent a document collection for efficient search.

7. Term weights in a vector model are formulated to include a global, a local, and a normalization component.  Identify each of those components in the standard tf-idf formulation.

8. Describe three different indexing strategies (i.e., approaches to selecting index terms).

9. Given a document collection containing 500,000,000 terms and assuming that Zipf’s law holds with a text independent constant A=0.1.  How many unique terms are in the collection if there is at least one term that occurs only once.

10. In a basic vector space model, queries are treated as a “bag-of-words.”  Below are 4 types of query formulation that extend this view of a query.  Describe the type of information and/or the type of index structure needed to support each of these query formulations:

1. proximity query

2. regular expression query

3. structural query

4. a field specific query

11. For the document collection and query given below, do the following:

1. Display the information that would be stored in an inverted index for this document collection.  Assume correct stemming is performed and that the stop list depicted below is applied.

2. List the ranking of the documents relative to the query using the cosine similarity measure.  Show all work.

Document #


Contents








1 There once was a searcher named Hannah,




2 Who needed some info on manna.












3 She put “rye” and “wheat” in her query

4 Along with “potato” and “cranberry”,”

Query contents








My name is Hannah and I need info on wheat.



Stop list contents

a, on, in, her, she, was, and, my, I, is, with, who, some, there

12. Answer any 1 of the following 3 questions.

1. Give a very brief description of how the Porter stemmer works.

2. Give the suffix trie representation for the following text assuming a binary alphabet:

10110

3. Formulate a regular expression specifying all words beginning with the string “mis” or “non”.

